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[bookmark: _Toc197603820]Background and Guidance on the Use of this Template
This Cyber-Incident Response Plan (CIRP) template is a companion document to the AWWA Water Sector Cybersecurity Risk Management Guidance and Assessment Tool. These resources may be found at: https://www.awwa.org/cybersecurity.
This CIRP template was developed by AWWA to provide a starting point for any water or wastewater system that does not already have one in place. This template is based on cross-sector best practices adapted for the water sector to aid systems with preparing for the inevitable reality of responding to a cyber-incident.
This CIRP template supports systems with their IT and OT cybersecurity planning needs. The following sections are a recommendation for the structure and content that should be included in a system’s CIRP. Systems using this template should adapt it as they see fit. This may include adding sections or adapting the provided terminology to meet the needs of the system. In addition, a system should conduct table-top exercises with their CIRP to continually refine and adapt to the changing needs of the system. Resources for table-top exercises may be found at https://ttx.epa.gov/learn.html.



[The remainder of this document is a template with tables and text that should be updated and adapted by the system with specific information and activities staff and contractors should take during response operations.]  
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[bookmark: _Toc197603821]Incident Response Team
A proactive cybersecurity approach includes identifying a dedicated Incident Response Team (IRT). An example table is provided, below. While smaller systems may have a single person responsible for more than one of the roles listed in the example table, it is strongly recommended that regardless of size, each of these roles be represented on the IRT. 
[The system should adapt the following table.]
	Position
	Name
	Phone Number
	Alternate
(Supervisor/ cell)
	Role/Responsibility
	Availability

	General Manager
	John Doe
	555-789-0123
	000-111-2222
	Executive oversight and final decision-making 
	24/7

	IT/OT Manager
	Jane Smith
	555-123-4567
	--
	Technical analysis and support 
	24/7

	Operations Manager
	Michael Green
	555-234-5678
	--
	Maintain operations  
	24/7

	Public Information Officer
	Jane Doe
	555-345-6789
	--
	Develop and make public statements on behalf of the system
	24/7

	Legal Counsel
	Frank Black
	555-456-7890
	--
	Advise system leadership and ensure actions are lawful
	24/7

	Insurer
	Ann Onymous
	555-567-8901
	--
	Provide guidance on response and recovery  
	24/7



While many CIRP implementations are focused on meeting customer demands, including the Public Information Officer and Legal Counsel on the response team is critical to ensuring communications and actions taken do not inadvertently result in post-response issues for the system. 
On-call staff should also be aware of potential Indicators of compromise to facilitate detection of a cyber-incident. This also facilitates dissemination information up and down the chain of command to help ensure timely and effective communication.
[bookmark: _Toc197603822]Detecting an Incident
Understanding Indicators of Compromise (IoCs) through alert triage is critical to identifying an attack as early as possible. Examples of technology that helps identify IoCs includes intrusion detection system/intrusion protection system alerts, antivirus alerts, network scanners, log analyzers, security information and event management (SIEM). 
The system should determine how, based on unique characteristics and current capabilities, it would detect an incident. This may include any of the technologies listed above coupled with the awareness of staff to identify and report potential incidents. 
[bookmark: _Toc197603823]Severity Matrix
Incident response actions vary by the severity of the incident. The following severity matrix provides an example of how a system might characterize severity levels, recommended actions at each level, and escalation thresholds for how a system might move from one level to the next. The system should add or modify this information as appropriate to support threat detection and incident response. 










[The system should adapt the following table.]
	Severity Level
	Recommended Actions
	Escalation Threshold

	Low:
· Normal IT/OT operations
· Staff monitor system per normal
	Maintain normal operations.
	The threat level escalates.

	Medium:
The country, industry, or local threat level has increased. Nothing specific to the system has been noted.
	Maintain normal operations.
Heighten awareness of system staff.
	The threat escalates to directly target the system.

	High:
A threat directed at the system has been noted.
	Activate the system’s emergency response plan and Department Operations Center.
Notify response partners.
	It is discovered that the system is directly impacted.

	Critical:
The system discovers:
· Infection of a device.
· A breach is discovered.
	Implement the Cyber-Incident Response Checklist, below.
	Not applicable.



A system must also deescalate an incident. While the staff must determine what the relevant thresholds are for de-escalation, the following section presents a Cyber-Incident Action Checklist (Cyber-IAC) template that may be adapted for use in a CIRP.

[bookmark: _Toc197603824]Cyber-Incident Action Checklist
Developing a Cyber-IAC is a valuable tool in the Incident Response (IR) process. It aids in understanding the full scope of an attack and in capturing lessons learned during the post-incident phase. The following Cyber-IAC is written to support Operational Technology (OT)/SCADA incident response. It can be adapted to an IT environment, if that is helpful to the system. In the following Cyber-IAC template:
· Tasks are laid out sequentially and colored to indicate which phase of incident response the task should be completed within, including:
· Discovery – During this phase, the system discovers the incident.
· Initial Response – During this phase, the system begins executing response actions.
· Sustained Actions – During this phase, the system implements sustained actions to ensure operational continuity, investigate the incident, and addresses the cause of the incident.
· Remediation & Recovery – During this phase, the system confirms that systems/capabilities are fully recovered.
· Termination & Follow-up – During this phase, the system concludes all response actions and conducts follow-up activities (e.g. conducts a “hotwash” and completes after-action report).
· The role of the person who should take the action specified, including:
· Incident Discoverer – The person who first reports the incident to colleagues.
· Incident Commander – The person who declares an incident and directs the system’s response to the cyber-incident.
· OT/SCADA Tech – The person responsible for maintaining the OT/SCADA system.
· Operations – The person responsible for ensuring both normal and emergency operations of the system.
· Public Information Officer – The person responsible for development and delivery of external communications.
· Legal Counsel – The person responsible for advising management to ensure lawful response practices by the system.
While multiple roles are called out, it may be that a single person serves in more than one role. This is a common occurrence under the principles of Incident Command System (ICS).
[The system should adapt the following table.]
	Discovery
	Initial Response
	Sustained Actions
	Remediation & Recovery
	Termination  
& Follow-up



OT Cyber-Incident Action Checklist
	Date/Time
	No.
	Task
	Notes

	
	1
	Incident Discoverer:
The problem is discovered. This may occur through one of the following ways:
· Observation by an OT user
· System irregularity
· Routine System Monitoring
· OT alarms
	

	
	2
	Incident Discoverer:
Notify: OT Staff, Supervisor, Incident Commander
	

	
	3
	Incident Commander:  
Assess the situation and declare an incident, if needed. Notify staff as appropriate including legal counsel, the Public Information Officer, and external response partners. Attempt to determine the source and extent of the problem or if it is suspected that the system has been compromised by an intruder.
	

	
	
	If possible, physically disconnect all external links to SCADA systems. Do not turn off or reboot systems, this preserves evidence and allows for investigation.
	

	
	
	If possible, place affected or potentially affected equipment in local/manual control, as needed.
	

	
	4
	Public Information Officer:
Notify stakeholders and response partners that an incident has occurred, and the system is responding accordingly.
Consider notifying the public, if determined necessary by the Incident Response Team.
	

	
	5
	Incident Commander:
If SCADA has been manipulated, Notify Senior Staff.
	

	
	6
	Incident Commander:
Mobilize necessary personnel. Direct available personnel to perform any needed repairs and operate local control of facilities/equipment as necessary. Additional personnel may be necessary to manually operate the water/wastewater facility.
	

	
	7
	Operations:
Assume local control of affected facility/equipment, as needed.
Deploy to the affected facilities.
Direct available personnel to operate local control of facilities/equipment as necessary.
	

	
	8
	Public Information Officer:
a. Communicate with law enforcement, as appropriate.
	

	
	
	b. Conduct other notifications (e.g. state agencies), as appropriate.
	

	
	
	Provide periodic updates to stakeholders and response partners that an incident has occurred, and the system is responding accordingly.
	

	
	9
	Incident Commander:
When applicable, contact the system’s insurer. This may result in engagement with a cybersecurity forensic consultant for comprehensive forensic analysis.
Discuss the Tactics, Techniques, and Procedures, and indicator(s) of compromise with forensic team.
Discuss steps required for remediation.
If the insurer does not require engagement with a cybersecurity forensic consultant, the system should determine if they should engage.
	

	
	10
	SCADA Tech:
Compare PLC programs for all potentially affected PLCs against baseline PLC program. Identify and record any anomalies. Isolate PLCs requiring remediation.
	

	
	
	Completely purge the memory from all affected or potentially affected PLCs. Download latest archived, operative PLC program (if unaffected by the attack).
	

	
	
	Recover and resume network connectivity based on baseline network switch configuration files.
	

	
	
	Recover OT servers and workstations to last known operational state.
	

	
	
	Force password change on all systems connected to, or impacting, OT systems.
	

	
	
	Restart reconfigured OT server application. Verify that the application is current. If not, install any service packs or updates installed since the last backup.
	

	
	11
	Operations:
When issue is resolved (and it has been determined by the operations lead that operating in local automatic mode poses no risk), reset controls to automatic mode.
	

	
	
	Verify proper facility/equipment operations 
	

	
	12
	Incident Commander:
Return assets to safe operation and perform site cleanup as necessary.
	

	
	
	Public Information Officer:
Notify stakeholders that response actions are complete, and operations has returned to normal. 
	

	
	13
	Incident Commander:
Initiate post incident analysis and take corrective action.
	

	
	
	Coordinate hot-wash with internal/external parties as appropriate.
	

	
	
	Prepare an After-Action Report. Update ERP as necessary. Update policies and/or procedures as necessary.
	



[bookmark: _Toc197603825]Post Incident Actions
Following any incident, the system staff should complete several steps to help ensure similar incidents do not occur again.
[bookmark: _Toc197603826]Evidence Retention
Where appropriate follow all data retention policies for evidence gathering and handling. In addition, identify how the attack occurred as this information might be needed for legal proceedings. Data such as location, serial number, model number, hostname, MAC and IP address can all be used for identifying information. 
[bookmark: _Toc197603827]Lessons Learned / After Action Report (AAR)
Post incident analysis is crucial to preventing repeat incidents. Developing a timeline of events can help paint the full picture as to the nature and scope of the attack. The following questions are examples from the NIST Special Publication 800-61 and industry best practices that will assist in the investigation.
· Exactly what happened, and at what times?
· How well did staff and management perform in dealing with the incident? Were the documented procedures followed? Were they adequate?
· What information was needed sooner?
· Were any steps or actions taken that might have inhibited the recovery?
· What would the staff and management do differently the next time a similar incident occurs?
· How could information sharing with other organizations have been improved?
· What corrective actions can prevent similar incidents in the future?
· What precursors or indicators should be watched for in the future to detect similar incidents?
· What additional tools or resources are needed to detect, analyze, and mitigate future incidents?
[bookmark: _Toc197603828]Implementing Improvements/Corrective Actions
Corrective actions are specific steps taken to address issues found in lessons learned. Identifying policies and procedures that need to be updated as well as potential tools or products that could have assisted in the identification or containment phases. Other actions such as enhanced training and awareness programs help facilitate team members understanding of attack vectors and IoCs.
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